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Abstract. Methods for representing equivalence problems of various com-
binatorial objects as graphs or binary matrices are considered. Such repre-
sentations can be used for isomorphism testing in classification or generation
algorithms. Often it is easier to consider a graph or a binary matrix isomor-
phism problem than to implement heavy algorithms depending especially on
particular combinatorial objects. Moreover, there already exist well tested
algorithms for the graph isomorphism problem (nauty) and the binary ma-
trix isomorphism problem as well (Q-Extension).

1. Introduction and preliminaries. Isomorphism computations
take place in every classification algorithm and also in algorithms for generating
objects of a certain type. In general the combinatorial classification is concerned
with a given finite set of combinatorial objects A and an equivalence relation
(A,∼=) in it. The classification problem is to find exactly one representative in
each equivalence class.

ACM Computing Classification System (1998): F.2.1, G.4.
Key words: isomorphisms, graphs, binary matrices, combinatorial objects.

*This work was partially supported by the Bulgarian National Science Fund under Contract
I01/0003/2012.



328 Iliya Bouyukliev, Mariya Dzhumalieva-Stoeva

In terms of algebra the equivalence relation is defined as an action of a
finite group G on the set of objects and the equivalence classes are defined as orbits
of the action of the group on it. In particular two given objects are equivalent if
they belong to one and the same equivalence class or one and the same orbit of
G on A.

There are two general types of isomorphism problem algorithms. Let X,Y
are objects of the finite set A. The first approach to check whether X ∼= Y is to use
an adapted algorithm specific for certain objects, where X and Y are compared via
invariants. If the invariants differ, the objects are not equivalent. But if they are
the same, additional computations are required to determine whether Y belongs
to the equivalence class of X. The performance of the algorithms depends at most
on the order of the group G acting on the set A. In many cases G is too large
and the process of equivalence search becomes a very hard task. Such algorithms
have been designed for linear codes [13, 20, 28], designs [23], Hadamard matrices
[21]. The second type of algorithms consists of obtaining canonical forms for both
X and Y using canonical representative map. To test whether X ∼= Y is to test
their canonical forms for equality. This approach is implemented also for linear
codes [3], designs and graphs [17, 25, 18]. In most cases such algorithms are more
effective than the specific algorithms of the first type.

In the paper we investigate another type of algorithms, operating on a
category on which most types of objects can be represented. In other words we
represent the isomorphism problem of some combinatorial objects as the isomor-
phism problem of two basic objects—graphs and {0, 1}-matrices (binary matrices).
Historically, most combinatorial objects are presented in terms of graph theory.
Examples for representing of combinatorial objects as graphs are given by Kaski
and Österg̊ard [16] (Ch. 3). There already exist algorithms for the graph isomor-
phism problem [10, 12, 14, 15]. The best known is the McKay’s nauty algorithm
[25, 26]. On the other hand some of the objects have a more natural computer
representation as binary matrices (designs, projective planes, etc). Such an ap-
proach is already applied for the classification of linear codes [6], self-dual codes
[1, 2], Hadamard matrices [5]. An algorithm for binary matrices isomorphism is
included in the package Q-Extension [4], developed by the first author.

It is not difficult to switch from the graph isomorphism problem to the
binary matrix isomorphism problem as these two objects have natural represen-
tations into each other. That’s why each combinatorial object, represented as a
graph, could be represented as a binary matrix too. In some cases the second
representation is more convenient. A recent elegant example of using binary ma-
trices in terms of bipartite graphs is considered in an algorithm for isomorph-free
generation of regular directed graphs [7].
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In this paper, we give representations of directed graphs, linear and nonlin-
ear codes and Hadamard matrices directly as binary matrices and colored binary
matrices in a different and more efficient way. We want to emphasize that, to
the best of our knowledge, a representation of the equivalence problem of linear
codes in the general case (for prime and composite finite fields) is not known as of
now. Representing objects in this way often leads to a reduction of memory and
running time of the machine. But applying such an approach to a classification
or generation problem requires a good knowledge of the objects under considera-
tion and the definition of isomorphism. Furthermore, the isomorphism itself may
be represented in the terms of a group action. All codes in this paper have full
length, i.e., they do not have a coordinate which is identically zero in all words.

The paper is organized as follows: Section 2 describes the isomorphism of
binary matrices. Section 3 is devoted to the isomorphism of graphs. In Section
4 we investigate the connection between codes and binary matrices. Hadamard
matrices are considered in Section 5.

2. Isomorphism of binary matrices. In this section we present the
main definitions related to isomorphisms of binary matrices and colored binary
matrices.

A binary matrix M , also known as a {0, 1}-matrix, is a m×n matrix with
entries from the alphabet F2 = {0, 1}.

Let us denote by Ω the set of all binary m× n matrices.

Definition 2.1. Two binary matrices A and B of the same size are iso-

morphic (A ∼= B) if the rows of A can be obtained from the rows of B after a
permutation of the columns of B. All isomorphisms form the set Iso(A,B).

This definition is based on the natural action of the symmetric group Sn

on the set of columns for all matrices in Ω. Any permutation of the columns
of A which maps the rows of A into the rows of the same matrix, is called an
automorphism of A. The set of all automorphisms of A is a subgroup of the
symmetric group Sn and we denote it by Aut(A).

We also give another definition which is equivalent to Definition 2.1 but
it is more useful in some cases.

Definition 2.2. Two matrices of the same size are isomorphic if the
second one can be obtained from the first one by permutations of the columns and
the rows.
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For some applications, we need to define a coloring of binary matrices,
especially in algorithms, which connect the matrix structure with certain combi-
natorial objects.

Definition 2.3. A coloring of a matrix A ∈ Ω is a function πA : Ac → Z,
where Ac is the set of the columns of A. The integer πA(v) for v ∈ Ac is the color
of the column v.

If c1 < c2 < · · · < cs are the different colors assigned to the columns
of A, s ≤ n, we call c = (c1, c2, . . . , cs) ∈ Z

s the vector of colors of A. The
coloring of a matrix A defines an ordered partition of its columns. A partition
{V1, V2, . . . , Vs} of a set L is a collection of pairwise disjoint, nonempty subsets
V1, V2, . . . , Vs of L, called cells, such that V1 ∪ V2 ∪ · · · ∪ Vs = L. An ordered
partition is a tuple π = (V1, V2, . . . , Vs) where {V1, V2, . . . , Vs} is a partition of L.
If c = (c1, c2, . . . , cs) is the vector of colors of A and Vi = {v ∈ Ac : πA(v) = ci},
i = 1, 2, . . . , s, then π = (V1, V2, . . . , Vs) is an ordered partition of the set Ac of
the columns of the matrix A. We denote a colored matrix as a triple (A, π, c).

Definition 2.4. Two colored matrices (A, π, c) and (B,σ, d) of the same
size are isomorphic if there exists a permutation p ∈ Iso(A,B), which maps
columns of one color onto columns of the same color.

In other words, two colored matrices are isomorphic if one can be obtained
from the other by permutations of columns only within one and the same color.
If two colored matrices are isomorphic, their vectors of colors coincide. The group
G acting on a colored matrix is the direct product of symmetric groups Si, where
i = |Vi| and Vi ∈ π.

The case of coloring rows is similar. The case of coloring columns and rows
at the same time is more specific. It means that we should have two vectors of
colors assigned to the matrix. Thus to each entry of the matrix there corresponds
a pair of colors. Another approach is based on a reduction of coloring rows and
columns to coloring only columns with an appropriate expansion of the matrix.

Suppose we have an m × n binary colored matrix, which is colored by
columns and rows. Let c = (c1, c2, . . . , cp) and r = (r1, r2, . . . , rs) be the vectors of
colors for columns and rows, respectively. We reduce the colorings of both columns
and rows only to coloring of columns in the following way. For all j = 1, . . . , s,
we consider the binary representation of rj as a binary vector denoted by bj . All
vectors bj, j = 1, . . . , s, have the same length, equal to the number µ of the binary
digits of the largest integer ri, 1 ≤ i ≤ s. Then we expand the given matrix with
µ columns as given in the following example:
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Example 1. The 5 × 4 matrix A has two colors by columns and three
colors by rows.

c1 c1 c2 c1

A =




1 0 0 1
0 1 1 1
1 1 0 1
1 0 1 0
0 0 1 0




r1
r1
r2
r3
r3

r = (r1, r2, r3) = (1, 2, 3) ⇒ b1 = 01, b2 = 10, b3 = 11, µ = 2.

The expanded 5× 6 matrix Ae is colored only by columns.

c1 c1 c2 c1 c3 c3

Ae =




1 0 0 1 0 1
0 1 1 1 0 1
1 1 0 1 1 0
1 0 1 0 1 1
0 0 1 0 1 1




3. Isomorphism of graphs. Graphs are well studied combinatorial
objects. A simple undirected graph G is an ordered pair (V,E) = (V (G), E(G))
where V is a finite set of vertices and E is a set of two-element subsets of V , called
edges. The number of vertices in a graph is called its order and the number of
edges its size. An edge {u, v} joins the vertices u and v. Two vertices are adjacent
if they are joined by an edge. An edge e and a vertex u are incident if u ∈ e.

For further information on other types of graphs and properties we refer
to [16]. For the purpose of this paper we need the following definition.

Definition 3.1. A bipartite graph is a graph G with vertex set V (G) =

V1

⋃
V2 where V1

⋂
V2 = ∅. Furthermore, if {vi, vj} ∈ E(G) then vi ∈ V1, vj ∈

V2. We use the notation ({V1, V2}, E) for a bipartite graph with no ordering be-
tween V1, V2 and (V1, V2, E) otherwise.

Graphs are represented either via the set of vertices and the set of edges,
or via the adjacency matrix.

Definition 3.2. Let G = (V,E) be a graph with |V | = n vertices labeled
by {v1, v2, . . . , vn}. Subject to this labeling, the adjacency matrix of G is the n×n
matrix A = (aij) where aij = 1 if {vi, vj} ∈ E and aij = 0 otherwise, for i 6= j.
The sign ∞ is put in the diagonal of the matrix.
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Since we set aii = ∞ for 1 ≤ i ≤ n, the adjacency matrix is not exactly
a binary matrix, but this setting is commonly used for practical reasons. The
representation of a graph as a binary matrix and its use in isomorphism algorithms
will be considered below.

Definition 3.3. A graph G is isomorphic to a graph H if there exists a
bijection f : V (G) → V (H) such that, for all u, v ∈ V (G), we have {u, v} ∈ E(G)
if and only if {f(u), f(v)} ∈ E(H). Such a bijection is called an isomorphism
from G onto H and the set of all isomorphisms is denoted by Iso(G,H). An
isomorphism of G onto itself is called an automorphism.

In terms of group actions two graphs G and H labeled with the same vertex
set are isomorphic if and only if there exists a permutation p ∈ Sn=|V (G)| such that
p(G) = H and {pvi, pvj} ∈ E(H) if and only if {vi, vj} ∈ E(G). A permutation
p is said to be an automorphism of G, if p(G) = G. All automorphisms p ∈ Sn of
G form the group Aut(G).

In terms of matrices two graphs G and H labeled with the same vertex
set are isomorphic if and only if there exists a permutation n× n matrix P such
that AH = PAGP where AG and AH are the adjacency matrices of G and H,
respectively.

An important task of computational graph theory is the storage of a graph
G = (V,E) in computers. One of the methods is sequential representation, i.e.,
an |V | × |V | array which represents the adjacency matrix. Another approach
is adjacency list representation, which uses lists of neighbors. In the worst case
n(n − 1) memory units are needed. Finally, we may store a graph via its formal
definition, i.e., as a collection of vertices and edges, which needs n + n(n − 1)/2
memory units. nauty’s manual contains detailed information for representing
graphs in the McKay algorithm [27]. For the purpose of computing isomorphisms
colored graphs are one of the most used structures.

3.1. Colored graphs. Many combinatorial objects can not be success-
fully represented just as simple undirected graphs. For isomorphism testing we
also need a coloring.

Definition 3.4. A coloring of the graph G is a function πG : V (G) → Z.
If c1 < c2 < · · · < cs are the different colors assigned to G, the vector c =
(c1, c2, . . . , cs) ∈ Z

s is called vector of the colors of G.

The coloring of a graph G defines an ordered partition of its vertex set.
At the same time, a coloring can be assigned with a given ordered partition of
V (G). If π = (V1, V2, . . . , Vs) is an ordered partition of the given vertex set then
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the function f : V (G) → Z defined by f(u) = i if u ∈ Vi, i = 1, . . . , s, presents a
coloring of G. Therefore we can use an equivalent definition.

Definition 3.5. A colored graph is a triple (G,π, c) = ((V,E), π, c) where
π is an ordered partition of the vertex set and c is the corresponding vector of the
colors.

To define an isomorphism between colored graphs (G,π, c) and (H,σ, d),
we use the set of isomorphisms Iso(G,H) from G to H without coloring.

Definition 3.6. Two colored graphs (G,π, c) and (H,σ, d) are isomorphic
if there exists p ∈ Iso(G,H) such that πG(u) = σH(pu) for all u ∈ V (G).

Thus an isomorphism maps vertices of one color onto vertices of the same
color. In order to check whether two colored graphs are isomorphic we first test
whether their vectors of colors coincide.

3.2. Graphs and binary matrices. It is not difficult to switch from a
graph isomorphism problem to a binary matrix isomorphism problem since these
two objects can be transformed naturally to each other.

Any binary matrix may be seen as a colored bipartite graph. For that,
suppose we have an m × n binary matrix A. The rows and the columns of
the matrix are denoted by a1, a2, . . . , am and b1, b2, . . . , bn, respectively. The

corresponding bipartite graph G = (V1, V2, E) has vertex set V = V1

⋃
V2, where

V1 = {a1, a2, . . . , am}, V2 = {b1, b2, . . . , bn}, and E consists of all pairs {ai, bj}
for which Aij = 1. The coloring here is the function πG : V1 ∪ V2 → Z defined
by πG(ai) = c1 for i = 1, 2, . . . ,m, and πG(bj) = c2 for j = 1, 2, . . . , n, c1 < c2.
Conversely, to a given bipartite graph G = (V1, V2, E), V1 = {a1, a2, . . . , am},
V2 = {b1, b2, . . . , bn}, we can correlate a |V1| × |V2| binary matrix AG with entries
AG

ij = 1 if {ai, bj} ∈ E, and AG
ij = 0 otherwise. This observation shows that

solving the isomorphism problems for bipartite graphs and binary matrices is the
same.

On the other hand, any graph can be made bipartite by replacing each
edge by two edges connected with a new vertex, and then represented as a binary
matrix. Any two graphs are isomorphic if and only if the transformed bipartite
graphs are, and any two graphs are isomorphic if and only if the corresponding
binary matrices are.

The storage of an m × n binary matrix A needs n.m computer mem-
ory units whereas the corresponding graph GA = (V,E), |V | = n + m needs
(n + m)2. A graph G = (V,E) with |V | = n and |E| = m can be trans-
formed into a bipartite graph Gb = (V,E,E′), where E = {e1, e2, . . . , em} and
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E′ = {e′1, e
′′
1 , e

′
2, e

′′
2 , . . . , e

′
m, e′′m}. This graph also needs (n + m)2 memory cells.

This representation is very natural but not so efficient. That’s why we give a
representation of graphs as colored binary matrices.

Let G = (V,E) be a simple undirected graph with vertex set V = {v1,
v2, . . . , vn}, edge set E = {{vi1 , vj1}, {vi2 , vj2}, . . . }, and adjacency matrix AG.
Our aim is to define a map which associates a binary matrix to a given graph
such that two graphs G and H are isomorphic if and only if their corresponding
matrices are isomorphic.

Using the adjacency matrix AG we define an 2n × 2n binary matrix AGb

by replacing every entry by two digits in the following way: 0 → 00, 1 → 01,
∞ → 11. In addition we put n more rows as it is shown in (1). The reason to
have these rows is to keep the pairs corresponding to one entry of AG together.
After that the rows of AGb are colored with two colors r1 and r2 so that the color
of the first n rows is r1 and the color for the new added rows is r2 > r1.

(1) AGb =




11 0a12 . . . 0a1n
0a21 11 . . . 0a2n

. . .
0an1 0an2 . . . 11

11 00 . . . 00
00 11 . . . 00

. . .
00 00 . . . 11




r1
r1
. . .
r1
r2
r2
. . .
r2

Theorem 3.1. Two simple graphs G and H are isomorphic, if and only
if the colored binary matrices AGb and AHb are.

P r o o f. Let AG and AH be the adjacency matrices of both graphs.

⇒) Suppose that G ∼= H. Then there exists a permutation matrix P such
that AH = PAGP . It follows that AHb = PAGbP̂ where P̂ is the 2n × 2n
permutation matrix, obtained from P by replacing every 1 by the identity

matrix I2 and every 0 by the 2 × 2 zero matrix, and P =

(
P O

O P

)
. It

turns out that the binary matrices AGb and AHb are isomorphic.

⇐) Suppose that AGb and AHb are isomorphic. Hence there are 2n × 2n per-
mutation matrices M and Q such that AHb = MAGbQ. Since the matrices

are colored, M has the form M =

(
P O

O P ′

)
, where P and P ′ are n × n

permutation matrices. So
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(2) AHb =




11 0b12 . . . 0b1n
0b21 11 . . . 0b2n

. . .
0bn1 0bn2 . . . 11

11 00 . . . 00
00 11 . . . 00

. . .
00 00 . . . 11




= MAGbQ

= M




11 0a12 . . . 0a1n
0a21 11 . . . 0a2n

. . .
0an1 0an2 . . . 11

11 00 . . . 00
00 11 . . . 00

. . .
00 00 . . . 11




Q,

Obviously, a pair of columns with numbers (2i− 1, 2i) goes to another pair
(2j−1, 2j), 1 ≤ i, j ≤ n. Therefore, the matrix Q is a permutation matrix of
the same form as described above (as the matrix P̂ ). If σ is the permutation
corresponding to Q acting on the set of pairs of columns, then the matrix P
has to act in the same way as σ to the first n rows because the diagonals of
both matrices AG and AH are the same. Then P is the permutation matrix
corresponding to σ. Moreover P ′ = P and therefore we have Q = P̂ and

M =

(
P O

O P

)
. This gives us that AH = PAGP and the graphs G and

H are isomorphic. �

For directed graphs the same approach works similarly.

3.3. Directed graphs and binary matrices.

Definition 3.7. A directed graph G, also called a digraph, is an ordered
pair (V,A), where V is a finite set of vertices or nodes and A is a set of ordered
pairs of nodes, called directed edges or arcs.

An arc a = (x, y) is considered to be directed from x to y, where y is
said to be a direct successor of x, and x is said to be a direct predecessor of y.
The number of all direct successors of a node x is called outdegree and denoted
by dout(x). The number of all direct predecessors of a node y is called indegree
and denoted by din(y). The arc (y, x) is called the inverted arc (x, y). A directed
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graph D is symmetric if, for every arc (x, y) ∈ A, the corresponding inverted arc
(y, x) ∈ A. An arc a = (x, x) is called a loop. A symmetric loopless directed
graph D = (V,A) is equivalent to a simple undirected graph G = (V,E), where
the pairs of inverse arcs in A correspond 1-to-1 to the edges in E.

A digraph can also be represented by its adjacency matrix AD, which,
unlike simple graphs, is not symmetric in general. If (vi, vj) ∈ A, then aij = 1,
while aji = 0, unless the inverted arc is also in A. The number of ones in the
ith row is the outdegree of vi and the number of ones in the jth column is the
indegree of vj.

Obtaining a binary matrix ADb from a digraph D is analogous to obtaining
a binary matrix from a simple graph.

Theorem 3.2. Two directed graphs D and Q are isomorphic, if and only
if the binary matrices ADb and AQb are.

P r o o f. Analogical to the proof in the case of isomorphic simple
graphs. �

4. Codes and binary matrices. Classifying codes up to equivalence
is one of the main subjects in coding theory. In many cases the equivalence
problem for codes is reduced to the graph isomorphism problem. Some methods
and implementations are given in [16]. In our work, we consider the equivalence
problem for codes via binary matrices.

4.1. Nonlinear codes representation. Let A be a finite alphabet of
cardinality q. An (n,M) nonlinear q-ary code C is a set of M words of length n
over A. A nonlinear code C is often given by its codewords which can be put into
an M×n matrix. Without loss of generality, we can fix A = Zq = {0, 1, . . . , q−1}.

Definition 4.1. [16] Two nonlinear codes are said to be equivalent if one
can be transformed into the other by a permutation of the coordinates in the code-
words followed by permutations of the coordinate values, independently for each
coordinate.

Some authors represent the nonlinear codes as graphs in order to test
them for equivalence (see for example [16]). Let C be a q-ary (n,M) code. We
correlate to C a colored graph GC = (VC , EC) in the following way. We consider
the codewords as vertices colored in one color, say r1, and add nq more vertices,
colored in another color r2 6= r1. The vertices colored in r2 are partitioned
into n subsets V1, . . . , Vn, each of them with q elements corresponding to the
letters of the alphabet A. For any i, 1 ≤ i ≤ n, the subgraph of GC with
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vertex set Vi is complete. Furthermore, the vertex corresponding to the codeword
v = (a1, a2, . . . , an) is connected to the vertex ai from Vi for all i = 1, 2, . . . , n.
Hence the graph GC has M + nq vertices and nq(q − 1)/2 +Mn edges.

We use here a different approach. Our aim is to reduce the equivalence
problem for codes to test for isomorphism of binary matrices. That’s why we need
a representation of codes as binary matrices.

We correlate a binary vector of length q to any element of A = Zq, such
that 0 7→ (10 . . . 0), 1 7→ (010 . . . 0), . . . , q − 1 7→ (0 . . . 01). Let C be a q-ary
(n,M) code, given by an M ×n matrix of its codewords. As C is a q-ary code we
transform each entry aij of the matrix to its corresponding binary vector. Then
we expand the matrix with n more rows in order to mark the columns, which
represent the different coordinates. This means that the M + i th row has ones
in positions q(i − 1) + 1, q(i − 1) + 2, . . . , qi, i = 1, 2, . . . , n. To distinguish the
rows corresponding to codewords from the additional ones we color all rows in
two different colors r1 and r2.

Example 2. Let C be a (4, 2, 3) ternary code.

C =

(
0 1 1 2
1 0 2 2

)

We obtain the binary matrix C
′

by replacing every coordinate with three
digits.

C
′

=

(
100 010 010 001
010 100 001 001

)

After that four extra rows are added. So we obtain the binary matrix Cb.

Cb =




100 010 010 001
010 100 001 001

111 000 000 000
000 111 000 000
000 000 111 000
000 000 000 111




r1
r1
r2
r2
r2
r2

Theorem 4.1. Two nonlinear (n,M) codes C1 and C2 are equivalent if
and only if the corresponding binary matrices C1b and C2b are isomorphic.

P r o o f.

⇒) If C1
∼= C2, then there is a sequence of the following transformations, which

maps the code C1 onto the code C2: a permutation p ∈ Sn of the coordinates
and permutations p1, p2, . . . , pn ∈ Sq of the values of the corresponding
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coordinates. Consider now the matrices C1b and C2b. The permutation p
gives a permutation p̂ ∈ Snq which acts as p on the family consisting of
the sets of columns labeled by {i, q + i, . . . , (n− 1)q + i} of the matrix C1b,
i = 1, 2, . . . , q. For any j = 1, 2, . . . , n, the permutation pj ∈ Sq of the
letters of the alphabet A can be considered as a permutation of the set of
columns {(j−1)q+1, (j−1)q+2, . . . , jq}. After applying these permutations
on the matrix C1b, we obtain the matrix PC2b where P is a permutation
(M + n)× (M + n)-matrix which permutes the first M rows of C2b. Hence
the matrices C1b and C2b are isomorphic.

⇐) Suppose that the matrices C1b and C2b are isomorphic which means that
there are permutation matrices P and Q of the appropriate size such that
C2b = PC1bQ. Since both matrices are colored, P induces a permutation
which permutes the sets of the first M rows and the last n rows of C1b

independently. Having in mind the structure of the last n rows, the matrix Q
gives a permutation which can be considered as a product of a permutation
of the set consisting of the supports of the last n rows and the permutations
of the set of columns within any of these supports. This means that the
corresponding codes C1 and C2 are equivalent. �

4.2. Isomorphisms of linear codes. The equivalence problem of linear
codes has been considered in many papers. We distinguish the works of Leon [20],
Sendrier [28], Petrank and Roth [30], Sendrier and Simos [29].

Let F
n
q be the n-dimensional vector space over the field Fq of q elements.

The (Hamming) weight wt(v) of v ∈ F
n
q is the number of its nonzero coordinates.

The Hamming distance d(u, v) between two words u and v is the number of
coordinates in which they differ. A q-ary linear [n, k, d]q code is a k-dimensional
linear subspace of Fn

q with minimum distance d.

Definition 4.2. We say that two linear [n, k]q codes C1 and C2 are equiv-
alent, if the codewords of C2 can be obtained from the codewords of C1 via a finite
sequence of transformations of the following types:

(1) Permutation of coordinate positions.

(2) Multiplication of the elements in a given coordinate position by a nonzero
element of Fq.

(3) Application of a field automorphism to the elements in all coordinate posi-
tions.
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This definition is well motivated as the transformations (1–3) preserve
the Hamming distance. The first two transformations are linear, the third is
semilinear. Moreover, a sequence of operations (1) and (2) is equivalent to the
right multiplication of the codewords of C with an appropriate monomial matrix.
Such a matrix contains exactly one nonzero element of Fq in each row and column.
So, two [n, k]q linear codes C1 and C2 are equivalent if there exists a matrix
M ∈ Mon(n, q), the monomial group, and an automorphism γ of the field Fq, for

which C1Mγ = C2, or c(M,γ) = cMγ ∈ C2 for each c ∈ C1.

An automorphism of a linear code C is a finite sequence of transformations
of type (1), (2), (3) which maps each codeword of C onto a codeword of C.

A generator matrix G of a linear [n, k] code C is a k × n matrix whose
row vectors form a basis of the code. In particular G has rank k. The connec-
tion between generator matrices of two equivalent codes is given in the following
theorem.

Theorem 4.2. [22] Let p be a prime and C1 and C2 be two linear [n, k]
codes over Fp with generator matrices G1 and G2. Then C1

∼= C2 iff there exists a
nonsingular k× k matrix B and a monomial n× n matrix M , both over Fp, such
that BG1M = G2. An automorphism of a linear code C with generator matrix G
is an ordered pair (B,M) such that BGM = G.

The left multiplication of G with a nonsingular matrix produces k other
linearly independent codewords. Hence the product BG is just another generator
matrix of the same linear code C. The right multiplication with the matrix M
gives a sequence of transformations of types (1) and (2) of the classic definition.

4.3. Representation of linear code equivalence as isomorphism

of binary matrices. Representing linear codes over prime fields as graphs is
described in [16] and the methods are close to the idea of the nonlinear code rep-
resentation. We know of no-such type of representation for codes over composite
fields.

Representing a linear code as a binary matrix has already been introduced
by the first author in [3]. We present here a different approach which is more
general and more suitable for codes over fields with q ≥ 5 elements. As we also
use integer matrices, we need a definition of the equivalence of such matrices.

Definition 4.3. Two integer matrices A and B of the same size are iso-

morphic (A ∼= B) if the rows of the second one can be obtained from the rows
of the first one by a permutation of the columns. All isomorphisms form the set
Iso(A,B).
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The next definition which is equivalent to the first one is more convenient
for us in some cases.

Definition 4.4. Two integer m × n matrices A and B are isomorphic

(A ∼= B) if there is a permutation m×m matrix P and another permutation n×n
matrix Q such that AQ = PB or B = P−1AQ.

We use in our representation integer matrices with only three different
elements, namely 0, 1 and 2, that’s why we call them ternary matrices.

Let C be a linear code over a field Fq with q = pm where p is the charac-
teristic of the field, and let α be a primitive element of Fq. We map any nonzero
element αj of the field, 0 ≤ j ≤ q − 2, to a 2(q − 1) × 2(q − 1) binary matrix Aj

in the following way:

1. We define the map π : F∗
q → F3, where π(1) = 1, π(α) = π(αp) = · · · =

π(αpm−1

) = 2, and π(β) = 0 if β ∈ F
∗
q, β 6= αps .

2. We correlate to the unity of the field the ternary circulant matrix A∗
0 with

first row (1, π(α), π(α2), . . . , π(αq−2)). Then we map the element αj to
the ternary circulant A∗

j with first row (π(αq−1−j), . . . , π(αq−2), 1, π(α), . . . ,

π(αq−2−j)) which is obtained from the first row of A∗
0 by cyclic shift with

j positions. This means that A∗
j = A∗

0P
∗
j = A∗

0(P
∗
1 )

j where P ∗
j is the

permutation circulant matrix with first row with 1 in the j +1-th position,
j = 0, 1, . . . , q − 2.

3. Let us define another map ρ : F3 → F
2
2 where ρ(0) = (00), ρ(1) = (10) and

ρ(2) = (11). Denote by A′
j the (q− 1)× 2(q− 1) binary matrix ρ(A∗

j ) which
is obtained by replacing any element of A∗

j by its image under the map ρ.

Now A′
j = A′

0P
′
j = A′

0(P
′
1)

j where P ′
j is obtained from P ∗

j as the 1s are
replaced by the 2× 2 identity matrix and the 0s by the 2× 2 zero matrix.

4. To have the matrix Aj we add q − 1 more rows to A′
j , namely

(11000 . . . 00), (00110 . . . 00), . . . , (0000 . . . , 011).

Let us illustrate this representation by two examples.

Example 3. Let q = 5. We can take α = 2 or 3 and consider F5 =
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{0, 1, α, α2 , α3}. Then

1 7→




10110000
00101100
00001011
11000010
11000000
00110000
00001100
00000011




, α 7→




00101100
00001011
11000010
10110000
11000000
00110000
00001100
00000011




, α2 7→




00001011
11000010
10110000
00101100
11000000
00110000
00001100
00000011




, α3 7→




11000010
10110000
00101100
00001011
11000000
00110000
00001100
00000011




.

Example 4. Let q = 8 and Fq = {0, 1, α, α2 , α3, α4, α5, α6}. Then

1 = α0 7→ A∗

0
=




1220200
0122020
0012202
2001220
0200122
2020012
2202001




7→ A′

0
=




10111100110000
00101111001100
00001011110011
11000010111100
00110000101111
11001100001011
11110011000010




7→ A0 =




10111100110000
00101111001100
00001011110011
11000010111100
00110000101111
11001100001011
11110011000010
11000000000000
00110000000000
00001100000000
00000011000000
00000000110000
00000000001100
00000000000011




Firstly, we would like to find the automorphism group of the matrix A0.
Obviously, Aut(Aj) = Aut(A0) for j = 1, 2, . . . , q − 2. Moreover, since the last
q − 1 rows in Aj have weight 2, and the weights of the rows in A′

j are ≥ 3 for
q ≥ 3 (and 1 for q = 2), any automorphism of Aj will permute separately the last
q − 1 rows of the matrix.

Lemma 4.3. Aut(A0) ∼= Aut(A∗
0).

P r o o f. Since A∗
0 and A0 are square matrices of size q−1 and 2(q−1), re-

spectively, then Aut(A∗
0) ≤ Sq−1 and Aut(A0) ≤ S2(q−1). Let ϕ : Sq−1 → S2(q−1)

be the monomorphism defined in the following way: if σ = σ1σ2 · · · σs where
σ1, σ2, . . . , σs are independent cycles, then ϕ(σ) = σ′

1σ
′′
1σ

′
2σ

′′
2 · · · σ

′
sσ

′′
s where if σj =

(i1, i2, . . . , it) then σ′
j = (2i1 − 1, 2i2 − 1, . . . , 2it − 1) and σ′′

j = (2i1, 2i2, . . . , 2it).
We will prove that Aut(A0) = ϕ(Aut(A∗

0)).
Obviously, if σ ∈ Aut(A∗

0) then ϕ(σ) ∈ Aut(A0) and thus ϕ(Aut(A∗
0)) ≤

Aut(A0). Now let τ ∈ Aut(A0). If τ(2i − 1) = 2j then the image of the i th
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row from the added rows with two 1s will be the j th from these rows and so
τ(2i) = 2j − 1. But then looking at the first q − 1 rows we see that in the image
of the i th row of A0 the pair in columns 2j − 1 and 2j is (01). Since no row has
such a pair in this couple of columns, the automorphism τ cannot map a column
with an even number to a column with an odd number. Hence τ(2i− 1) = 2j − 1
and τ(2i) = 2j for some i, j ∈ {1, 2, . . . , q− 1}. This means that any ordered pair
of columns goes to another ordered pair of columns in such a way that the image
of any row from the set of the first q− 1 rows of A0 is another row from the same
set. Therefore τ ∈ Imϕ and moreover ϕ−1(τ) is an automorphism of the matrix
A∗

0. This proves that Aut(A0) = ϕ(Aut(A∗
0)) and so Aut(A0) ∼= Aut(A∗

0). �

Lemma 4.4. The automorphism group of the trivial code of length 1 over
Fq is a subgroup of Aut(A∗

0). For q ≤ 16 both groups coincide.

P r o o f. If G is the automorphism group of the trivial code of length 1
then G = 〈σ, φ〉 where σ is the multiplication of any element by α and φ is the
Frobenius automorphism which generate the automorphism group of the field.
We can consider the elements of G as permutation of (α0, α1, α2, . . . , αq−2), i.e.,
G ≤ Sq−1.

Let us label the rows (the columns) of the matrix A∗
0 from 0 to q−2. Then

the columns correspond to the elements of the field ordered as (α0, α1, α2, . . . ,

αq−2). Besides, the i th row corresponds to the set {αi, α1+i, αp+i, . . . , αpm−1+i},
as a 1 is in position i and 2-s are in the positions, corresponding to the other
elements from the set. We can consider σ as a permutation of the columns of A∗

0

such that σ = (0, 1, 2, . . . , q − 2). Obviously, σ ∈ Aut(A∗
0).

The automorphism group of the field with q = pm elements is the cyclic
group of order m which is generated by the Frobenius automorphism φ defined
by φ(a) = ap, a ∈ Fq. Let us apply this map to the elements of the matrix A∗

0.
The permutation of the columns, corresponding to φ is a product of independent
cycles such that each cycle corresponds to a cyclotomic class modulo q − 1. We
have

φ(αi) = αip, φ(α1+i) = αp+ip, φ(αp+i) = αp2+ip, . . . , φ(αpm−1+i) = αpm+ip = α1+ip.

Hence the image of the i-th row is the row with number ip modulo q−1. Therefore
we can consider the automorphism group of the field as a subgroup of Aut(A∗

0)
and more precisely of the stabilizer of the column with number 0.

By a computer check we verified that the orders of G and Aut(A∗
0) are

equal for the fields with q ≤ 16 elements. Hence for q ≤ 16 both groups coin-
cide. �
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For all other statements in this section we consider codes over fields with
q ≤ 16 elements.

Let Bi be the set of all codewords in C of weight i, d ≤ i ≤ n. We take
the set B = Bd1 ∪Bd2 ∪ · · · ∪Bdt with the following properties:

1. d = d1 < d2 < · · · < dt ≤ n,

2. Bi = ∅ for dj < i < dj+1, j = 1, . . . , t− 1,

3. B generates C as a vector space, but B \Bdt does not generate the code.

To represent a linear code C, we use the subset B of C. It is stable under the
action of Aut(C).

Obviously, if the vector a ∈ B, then the vector λa for λ ∈ Fq \ {0} is
also in B. Let B′ = {b′1, b

′
2, . . . , b

′
K} be a subset of B such that no two vectors

b′i, b
′
j ∈ B′ are proportional for i 6= j, and for any vector b ∈ B there is a constant

λ ∈ Fq \ {0} for which λb ∈ B′. Let A′ be the matrix whose rows are the vectors
from B′. To avoid a repetition of rows, to any element αj in the matrix A′ we
correlate the matrix A∗

j defined in the beginning of this section. More convenient
for us is to denote the matrix A∗

j which corresponds to the element bij by A∗
ij where

bi = (bi1, bi2, . . . , bin). Moreover, we add some extra rows and extra columns in
the following way to have the following ternary K(q−1)+n×K+n(q−1) matrix:

D∗
C =




A∗
1,1 A∗

1,2 . . . A∗
1,n 1 0 . . . 0

A∗
2,1 A∗

2,2 . . . A∗
2,n 0 1 . . . 0

. . . . . . . . . . . . . . .
A∗

K,1 A∗
K,2 . . . A∗

K,n 0 0 . . . 1

11 . . . 1 00 . . . 0 . . . 00 . . . 0 0 0 . . . 0
00 . . . 0 11 . . . 1 . . . 00 . . . 0 0 0 . . . 0
. . . . . . . . . . . . . . .

00 . . . 0︸ ︷︷ ︸ 00 . . . 0︸ ︷︷ ︸ . . . 11 . . . 1︸ ︷︷ ︸ 0 0 . . . 0

q − 1 q − 1 q − 1




The last n rows guarantee that an automorphism σ will map any set of (q − 1)
columns of D∗

C to another block of q − 1 columns.

From this matrix using the map ρ and adding some more rows we obtain
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a binary colored matrix

DC =




A′
1,1 A′

1,2 . . . A′
1,n 1 0 . . . 0

A′
2,1 A′

2,2 . . . A′
2,n 0 1 . . . 0

. . . . . . . . . . . . . . .
A′

K,1 A′
K,2 . . . A′

K,n 0 0 . . . 1

Lq−1 00 . . . 0 . . . 00 . . . 0 0 0 . . . 0
00 . . . 0 Lq−1 . . . 00 . . . 0 0 0 . . . 0
. . . . . . . . . . . . . . .

00 . . . 0 00 . . . 0 . . . Lq−1 0 0 . . . 0

11 . . . 1 00 . . . 0 . . . 00 . . . 0 0 0 . . . 0
00 . . . 0 11 . . . 1 . . . 00 . . . 0 0 0 . . . 0
. . . . . . . . . . . . . . .

00 . . . 0︸ ︷︷ ︸ 00 . . . 0︸ ︷︷ ︸ . . . 11 . . . 1︸ ︷︷ ︸ 0 0 . . . 0

2(q − 1) 2(q − 1) 2(q − 1)




c1
c1
. . .
c1
c2
c2
. . .
c2
c3
c3
. . .
c3

where Lq−1 is the (q − 1)× 2(q − 1) binary matrix

Lq−1 =




11000 . . . 000
00110 . . . 000

. . .
00000 . . . 011


 .

Moreover, the 1’s in the last K columns are actually the columns (11 . . . 1)T .

Similarly to Lemma 4.3 we can prove that Aut(D∗
C)

∼= Aut(DC). Let
for j = 1, 2, . . . , n, B∗

j (Bj) be the set of columns of the matrix D∗
C (DC) which

correspond to the matrices A∗
ij (A′

ij), i = 1, . . . ,K.

Lemma 4.5. Aut(D∗
C)

∼= Aut(DC).

P r o o f. Let us extend the map ϕ : Sq−1 → S2(q−1) defined in the
proof of Lemma 4.3 to ϕ : Sn(q−1) → S2n(q−1) and then to ϕ : Sn(q−1) × SK →
S2n(q−1) × SK in the following way: If σ = σ1σ2 · · · σs where σ1, σ2, . . . , σs are
independent cycles, then ϕ(σ) = σ′

1σ
′′
1σ

′
2σ

′′
2 · · · σ

′
sσ

′′
s obtained in the same way as

in the definition of ϕ. Then we have ϕ(στ) = ϕ(σ)τ where σ ∈ Sn(q−1), τ ∈ SK .
Obviously, ϕ is a monomorphism. Considering the permutations as matrices, ϕ
acts as

P =

(
P1 0

0 P2

)
7→ P =

(
P1 0

0 P2

)
,

where P1 is obtained from P1 as all 1’s are replaced by the identity matrix I2.
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Now let us consider τ ∈ Aut(D∗
C). This means that τ is a permutation of

the columns which maps a row of the matrix to another row of the same matrix.
If τ((j − 1)(q − 1) + i) = x, 1 ≤ j ≤ n, 1 ≤ i ≤ (q − 1), then x ≤ n(q − 1)
and furthermore τ(Bj) = Bs for some s ≤ n. This is true because the image
of the j th from the last n rows should be one of these last rows, say s-th. It
follows that τ acts as a permutation on the family of sets {B∗

1 , . . . , B
∗
n} and so

Aut(D∗
C) < Sn(q−1) × SK . Similarly, Aut(DC) < S2n(q−1) × SK .

Obviously, if σ ∈ Aut(D∗
C) then ϕ(σ) ∈ Aut(DC) and thus ϕ(Aut(D∗

C)) ≤
Aut(DC). Now let τ ∈ Aut(DC) and τ = τ1τ2, τ1 ∈ S2n(q−1), τ2 ∈ SK . If
τ1(2(i − 1)(q − 1) + 2s − 1) = 2(j − 1)(q − 1) + 2r then the image of the s th
row from the i th matrix Lq−1 will be the r th row of the j th Lq−1 and so
τ1(2(i− 1)(q− 1)+ 2s) = 2(j − 1)(q− 1)+ 2r− 1. But then in the image of a row
with the proper number of DC the pair in columns 2(j − 1)(q − 1) + 2r − 1 and
2(j − 1)(q − 1) + 2r is (01), which is not possible. Hence τ(2i − 1) = 2j − 1 and
τ(2i) = 2j for some i, j ∈ {1, 2, . . . , n(q − 1)}. This means that any ordered pair
of columns goes to another ordered pair of columns in such a way that the image
of any row from the set of the first 2n(q − 1) rows of DC is another row from
the same set. Therefore τ1 ∈ Imϕ and moreover ϕ−1(τ1)τ2 is an automorphism
of the matrix D∗

C . This proves that Aut(DC) = ϕ(Aut(D∗
C)) and so Aut(DC) ∼=

Aut(D∗
C). �

Theorem 4.6. The automorphism group of the q-ary linear code C is
isomorphic to the automorphism group of the binary matrix DC .

P r o o f. We shall prove that Aut(C) ∼= Aut(D∗
C). Recall that B∗

i is the
set of columns with numbers from (i − 1)(q − 1) + 1 to i(q − 1), i = 1, 2, . . . , n.
Any permutation of the coordinate positions of the code C is a permutation of
the family of sets of columns B∗

1 , . . . , B
∗
n in D∗

C .
The multiplication of the elements in a given position in each codeword by

a nonzero element of Fq acts on the matrix as a permutation of the coordinates
in the corresponding set B∗

j so that the multiplication by α correspond to the
permutation (1, 2, . . . , q − 1) of these columns.

An application of a field automorphism to the elements in all coordinate
positions gives a permutation in the set of the matrices A∗

j . So a combination of
these three transformations gives a permutation of the columns of D∗

C .
If a sequence of the above transformations maps any codeword of C to

another codeword, the corresponding permutation of the columns of D∗
C will map

a row to another row of the same matrix, having in mind that the subset B of
C is stable under the action of Aut(C) and how the matrix D∗

C is constructed.
That’s why any automorphism of C gives an automorphism of the corresponding
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matrix D∗
C .

Now let us consider the opposite case and τ ∈ Aut(D∗
C). This means that

τ is a permutation of the columns which maps a row of the matrix to another
row of the same matrix. As we already mentioned τ = τ1τ2 where τ1 ∈ Sn(q−1),
τ2 ∈ SK . Moreover, τ acts as a permutation on the family {B1, . . . , Bn}. Then if
Pτ is the permutation matrix corresponding to τ , it has the form

Pτ =

(
P ∗
τ 0

0 Padd

)
,

where P ∗
τ can be considered as a monomial n×n matrix whose nonzero elements

are permutation (q − 1) × (q − 1) matrices, and Padd is a permutation K × K
matrix. Denote the permutation matrix in the j th column of P ∗

τ by Pj . Then

(A∗
1,1, A

∗
1,2, . . . , A

∗
1,n, 10 . . . 0)Pτ = (A∗

1,i1P1, A
∗
1,i2P2, . . . , A

∗
1,inPn, (10 . . . 0)Padd)

Since τ is an automorphism of the matrix, we have

(A∗
1,i1P1, A

∗
1,i2P2, . . . , A

∗
1,inPn, (10 . . . 0)Padd)

= Pr(A
∗
l,1, A

∗
l,2, . . . , A

∗
l,n, 00 . . . 010 . . . 0).

If A∗
ij = A∗

0P
′
ij then A∗

1,isPs = A∗
0P

′
1,isPs = PrA

∗
0P

′
l,s. It follows that

A∗
0P

′
1,isPs(P

′
l,s)

−1 = PrA
∗
0 ⇒ P ′

1,isPs(P
′
l,s)

−1 ∈ Aut(A∗
0).

Hence Ps ∈ Aut(A∗
0), s = 1, 2, . . . , n. According to Lemma 4.4, the permutation

matrices Ps correspond to a multiplication by a nonzero element of Fq followed
by a field automorphism. This means that τ correspond to a sequence of the
transformations from Definition 4.2. As τ maps a row of D∗

C to another row
of the same matrix, and these rows correspond to codewords of C, then the
corresponding sequence maps a codeword to another codeword. Moreover, since
the subset B of C used for the construction of D∗

C generates the code, τ defines
an automorphism of C. �

Corollary 4.7. The linear codes C and C ′ are equivalent if and only if
the matrices DC and DC′ are isomorphic.

P r o o f. We can consider the matrices D∗
C and D∗

C′ . Obviously, if the
codes are equivalent, their corresponding matrices are isomorphic.

If the matrices D∗
C and D∗

C′ are isomorphic, and φ : D∗
c → D∗

C′ , because
of the structure of the additional rows and columns, φ maps the cell A∗

ij from
the first matrix to a cell from the same type, say A∗

sl of the second matrix. The
construction of the matrices A∗

ij and A∗
sl is described in the beginning of this

subsection and it shows that these matrices correspond to two nonzero elements
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of the field, say αa and αb. Moreover, the transformations which map A∗
ij to

A∗
sl are permutations of the columns which correspond to multiplications with

a nonzero element of the field and a field automorphism. Obviously, the cycle
τ = (1, 2, . . . , q− 1)b−a maps A∗

a to A∗
b , therefore all permutations which map A∗

a

to A∗
b form the coset τAut(A∗

a). Hence the restriction of φ on the set of columns B∗
j

is in τAut(A∗
a). Therefore φ corresponds to a composition of the transformations

in Definition 4.2. It turns out that the codes are also equivalent. �

Linear codes can also be defined in terms of projective geometries [19],
which gives another method of code representation. This approach is more con-
venient for codes with small dimension.

4.4. Linear code equivalence and multisets of points from pro-

jective geometry. Let V (k, q) be a vector space of dimension k over Fq. The
projective space PG(k − 1, q) is the geometry whose points, lines, planes and hy-
perplanes are the subspaces of V (k, q) of dimension 1, 2, 3, k − 1, respectively.
The dimension of a subspace of PG(k − 1, q) is one less than the dimension of
a subspace of V (k, q). In a projective space any two different points are inci-
dent with exactly one line and every line contains at least three points. The
Veblen-Young axiom states that four different lines cannot intersect in exactly
five different points.

A collineation of PG(k − 1, q) is a bijection from the set of the points
of this projective space to itself, such that the images of collinear points are
themselves collinear. Any projective linear transformation induces a collineation.
Any collineation of PG(k − 1, q), k − 1 ≥ 2, can be represented by x 7→ Axσ,
where σ is an automorphism of the field Fq, x ∈ PG(k − 1, q) is considered as
a vector-column, and A ∈ GL(k, q). The general linear group GL(k, q) is the
group of non-singular linear transformations of V (k, q). It is isomorphic to the
multiplicative group of k × k invertible matrices with entries from Fq.

A collineation of a projective space to itself is also called an automorphism,
and the set of all collineations of PG(k−1, q) forms a group called the collineation
group and denoted by PΓL(k − 1, q).

Definition 4.5. A multiset of points from PG(k−1, q) is a family of points
in PG(k − 1, q), in which a point can appear more than once. Two multisets of
points from PG(k − 1, q), say S and T , are said to be equivalent (or projectively
equivalent) if there exists a collineation π ∈ PΓL(k− 1, q) which maps S onto T ,
i.e., π(S) = {π(P )|P ∈ S} = T .

Let C be a linear [n, k]q full length code with a generator matrix G. We
can consider the columns g1, g2, . . . , gn of G as representatives of points in the



348 Iliya Bouyukliev, Mariya Dzhumalieva-Stoeva

projective geometry PG(k−1, q) (proportional columns represent the same point).
Then S = {g1, g2, . . . , gn} is a multiset of points in PG(k − 1, q). We say, that
the multiset S is associated to the code C. If each hyperplane of PG(k − 1, q)
meets S in at most n − d points and there is a hyperplane meeting S in exactly
n− d points (multiplicities are counted), then S is associated to a linear code of
minimum distance d.

It is known that two multisets S1 and S2, associated to linear codes C1 and
C2 respectively, are projectively equivalent if and only if C1 and C2 are equivalent
[11].

Each projective geometry PG(k− 1, q) is fully characterized by its points
and hyperplanes. Using this, the geometry can be represented as a graph or as a
binary matrix as well. Let p1, p2, . . . , p qk−1

q−1

be the points and H1,H2, . . . ,H qk−1

q−1

be the hyperplanes in PG(k − 1, q). We obtain a
qk − 1

q − 1
×

qk − 1

q − 1
binary matrix

A, which is the point-hyperplane incidence matrix.

A =




a1,1 a1,2 . . . a
1, q

k
−1

q−1

a2,1 a2,2 . . . a
2, q

k
−1

q−1

. . .
a qk−1

q−1
,1

a qk−1

q−1
,2

. . . a qk−1

q−1
,
qk−1

q−1




H1

H2

. . .
H qk−1

q−1

where aij = 1, if pj ∈ Hi and aij = 0 otherwise. It is known that each row
contains exactly qk−1 entries with value 1. To represent a linear code C, obtained
from PG(k− 1, q) via this binary matrix, we color its columns with the vector of
colors c = (c1, c2, . . . c qk−1

q−1

) where the color cj = r, if the point pj has multiplicity

r. We denote the obtained colored matrix by AC .

Theorem 4.8. Two linear codes C1 and C2 are equivalent if and only
if the associated multisets are equivalent if and only if the corresponding colored
binary matrices A1 and A2 are isomorphic.

P r o o f. Let S1 and S2 are the multisets associated to C1 and C2,
respectively. We consider one more colored matrix Gi associated with Si and Ci,

i = 1, 2. It is a k ×
qk − 1

q − 1
matrix whose columns are the points p1, p2, . . . , p qk−1

q−1

colored with the same vector of colors ci = (c
(i)
1 , c

(i)
2 , . . . c

(i)
qk−1

q−1

) as ACi
, i = 1, 2.

Since the matrices Gi and ACi
are determined by the points and their multiplicities
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in Si, one of these matrices is completely determined by the other one.

If S1 and S2 are equivalent, there is a bijection π in PG(k − 1, q) which
maps the points from S1 to the points in S2 and the multiplicity of a point and
its image are the same. This means that π acts as a permutation which maps the
columns of G1 to the columns of G2 which preserves the coloring. Hence π acts in
the same way as a permutation which maps the columns of AC1

to the columns
of AC2

and preserves the coloring. Thus AC1
and AC2

are isomorphic as colored
binary matrices.

Now consider the opposite case when the matrices AC1
and AC2

are iso-
morphic. Then there is a permutation of the columns which maps the columns of
the first matrix to columns with the same color in the second matrix. The same
permutation maps the columns of G1 to columns with the same color in G2. So
this permutation acts on the projective space PG(k − 1, q) as a collineation π
which preserves the multiplicities of the points as they are in both multisets. It
turns out that π(S1) = S2. �

5. Hadamard matrices representation. There already exist many
account of the Hadamard equivalence of Hadamard matrices [8, 9, 31] . The prob-
lem of deciding whether two Hadamard matrices are equivalent seems to be very
difficult. There exists already an approach for representing Hadamard matrices
as graphs [24], where the reduction of the equivalence problem of Hadamard ma-
trices to a graph isomorphism problem is realized in polynomial time. We give a
different approach for reducing the Hadamard equivalence problem to the problem
of binary matrix isomorphism.

Definition 5.1. An Hadamard matrix H of order n is an n × n ma-
trix with entries ±1 satisfying HHt = nI. Two Hadamard matrices H1 and H2

are Hadamard equivalent if H2 can be obtained from H1 by a sequence of row
permutations, column permutations, row negations and column negations. An
automorphism of a Hadamard matrix is an equivalence with itself.

Negation of some columns/rows can be described by an n-tuple of ±1,
in which −1 of a certain position means negation of the column/row with the
same index. Denote the set of all n-tuples of ±1 with Neg. We can present any
transformation δ which maps one Hadamard matrix into another by a tuple δ =
(πc, πr, νc, νr), where πc, πr ∈ Sn, νc, νr ∈ Neg. We denote by Iso(H1,H2) the set
of all transformations δ which map H1 to H2, and by Aut(H1) the automorphism
group of an Hadamard matrix H1.

An n× n Hadamard matrix can also be defined as an n-subset of the set
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of all possible ±1 n-tuples. It is important to notice that no two columns or rows
of an Hadamard matrix can be proportional.

5.1. Representation as a graph. The first method of representing
Hadamard matrices as graphs can be applied not only to Hadamard matrices,
but to any n × m matrix H = (hij) with entries ±1. For a given matrix H
we define by G = G(H) the graph with vertices {v1, v2, . . . , vn, v′1, v

′
2, . . . , v

′
n,

w1, w2, . . . , wm, w′
1, w

′
2, . . . , w

′
m} and edges

(vi, wj), (v
′
i, w

′
j) if hij = 1, and (vi, w

′
j), (v

′
i, wj) if hij = −1.

In addition we color the vertices v1, v2, . . . , vn, v′1, v
′
2, . . . , v

′
n with colc

(columns color) and w1, w2, . . . , wn, w′
1, w

′
2, . . . , w

′
n with colr(rows color). Two

matrices H1 and H2 are Hadamard equivalent if and only if the corresponding
colored graphs G(H1) and G(H2) are isomorphic. If an n × n Hadamard matrix
H is given, then the associated graph G = G(H) = (VH , EH) has |VH | = 4n
vertices: Thus (4n)2 = 16n2 memory units are needed to store the matrix as a
graph. On the other hand an Hadamard matrix needs only n2 memory cells if it
is put directly in the computer.

5.2. Representation as a binary matrix. Hadamard equivalence has
two more operations than the binary matrix isomorphism, namely negation of a
row and negation of a column. That’s why we correlate a binary matrix Hb to
a given Hadamard matrix H in following way. We map any 1 and −1 from the
matrix H as follows:

1 →

(
1 0
0 1

)
, −1 →

(
0 1
1 0

)

In this way we construct the 2n× 2n binary matrix Hb.

Example 5.

If H =




1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1


 , then Hb =




1 0 1 0 1 0 1 0
0 1 0 1 0 1 0 1

1 0 0 1 1 0 0 1
0 1 1 0 0 1 1 0

1 0 1 0 0 1 0 1
0 1 0 1 1 0 1 0

1 0 0 1 0 1 1 0
0 1 1 0 1 0 0 1




.

The next theorem holds for this representation.
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Theorem 5.1. Two Hadamard matrices H1 and H2 are equivalent if and
only if the binary matrices H1b and H2b are isomorphic.

P r o o f. Any column cj from H uniquely defines a pair of columns

(c
(1)
j , c

(2)
j ) in Hb such that the sum of (c

(1)
j and c

(2)
j ) is the all ones vector.

We can consider the set of columns in the 2n × 2n matrix Hb as an ordered
partition CHb

= ((c
(1)
1 , c

(2)
1 ), . . . , (c(1)n , c(2)n )) which contains n ordered pairs of

columns. In the same way we can define an ordered partition of the rows RHb
=

((r
(1)
1 , r

(2)
1 ), . . . , (r(1)n , r(2)n )).

⇒) If H1
∼= H2, then there exists δ = (πc, πr, νc, νr) ∈ Iso(H1,H2). The

permutation πc ∈ Sn acts as a permutation of the pairs in CH1b
. Negation

of a column corresponds to a transposition in the corresponding pair of
CH1b

. That is why the sequence of transformations πc, νc correspond to
a permutation τc ∈ S2n of the columns of H1b and πr, νr correspond to a
permutation τr of the rows of H1b. If we apply the transformation δ to H1 we
obtain the second Hadamard matrix H2. Hence applying the permutation
τc to the columns and τr to the rows of H1b we will have the matrix H2b

and therefore these two binary matrices are isomorphic.

⇐) Conversely, let H1b
∼= H2b. Let τc and τr be the permutations of the columns

and the rows of H1b which map this matrix to H2b. Since the columns in

any pair (c
(1)
j , c

(2)
j ) ∈ CH1b

are complements to each other (their sum is the
all ones vector) their images form a pair in H2b. Hence τc maps CH1b

=

((c
(1)
1 , c

(2)
1 ), . . . , (c(1)n , c(2)n )) to CH2b

. It turns out that we can represent τc
as a sequence of transformations πc ∈ Sn, νc ∈ Neg. The same is true
for the rows of both binary matrices. Thus (τc, τr) correspond to a tuple
δ = (πc, πr, νc, νr). Since (τc, τr) maps H1b to H2b, then the transformation
δ sends H1 to H2. �

The necessary amount of computer memory is 4n2 cells, which is four
times less than the amount used in the case of graph representation.

6. Conclusion. The methods for reducing the problems for isomorphism
of combinatorial objects to isomorphism of binary matrices are very useful in our
research. Using these methods we study, construct and classify self-dual codes
[1], optimal codes [6], Hadamard matrices [5], etc.
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