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Abstract. Image classification is an essential problem for content based
image retrieval and image processing. Visual properties can be extracted
from images in the form of MPEG-7 descriptors. Statistical methods can
use these properties as features and be used to derive an effective method
of classifying images by evaluating a minimal number of properties used in
the MPEG-7 descriptor. Classification by artist, artistic movement, and in-
door/outdoor setting is examined using J48, J48 graft, best first, functional,
and least absolute deviation tree algorithms. An improved accuracy of 11%
in classification of artist and 17% in classification of artistic movement over
previous work is achieved using functional trees. In addition classification
by indoor/outdoor setting shows that the method can be applied to new
categories. We present an analysis of generated decision trees that shows
edge histogram information is most prominent in classification of artists and
artistic movements, while scalable color information is most useful for clas-
sification of indoor/outdoor setting.

ACM Computing Classification System (1998): I.4.9, I.4.10.
Key words: Image classification, MPEG-7 Descriptors, functional classification trees, content-

based image retrieval (CBIR), Categorization.
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1. Introduction. Image processing and image retrieval are subjects
with a growing number of applications. Content-based image retrieval (CBIR)
based on specific categories is an important problem in this field [12], [13], [14].
Images can be grouped into categories based on properties of the image. Previous
work suggests that MPEG-7 descriptors work well as a source of these properties
[9]. MPEG-7, or “Multimedia Content Description Interface”, is an ISO/IEC
standard developed by the Moving Picture Experts Group [7]. This standard
supports descriptions of the content of multimedia data in various ways. In the
experiments described in this paper MPEG-7 descriptors for color, texture, and
shape are used.

Statistical methods can be used to classify images by using these proper-
ties of MPEG-7 descriptors to construct a feature vector. Experiments presented
in this paper are run using various popular decision tree algorithms. There are
many advantages of using decision trees [11], however we chose to use them for
the following reasons. Decision trees can efficiently be trained giving “high perfor-
mance for relatively small computational effort” [11]. In addition, decision trees
are human-readable. While other statistical methods produce models that are
difficult for humans to understand, decision trees can be read and understood
with simple Boolean logic, which makes a deeper analysis of the model possible.
Finally, decision trees will tend to produce models that use few attributes. This
gives us a result that can be used to quickly classify images by examining a small
number of features.

In this paper we show that images from a data set of paintings can be
classified into categories based on the artist, artistic movement, or whether the
painting has an indoor setting. An accuracy of 11% greater for artist and 17%
greater for artistic movement than previous work is shown [9], and a high accuracy
is given for indoor setting classification, showing that the method can be applied
to other types of categories. The next section discusses the methods used in the
experiment as well as the chosen data set. Section 3 shows the results of the
experiment. Section 4 presents conclusions from this study and plans for future
research.

2. Method. We executed classification process in three main steps.
The first step was generation of the MPEG-7 descriptor files. The second was
the conversion of descriptor files into feature vectors and the last was the use of
feature vectors in a decision tree algorithm. We generated descriptor files with
the Multimedia Content Management System (MILOS) [1]. This produces an
MPEG-7 XML descriptor file to represent each image.
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The data mining software WEKA [6] was chosen to run the classification
algorithms. We chose WEKA because it implements many well-known decision
tree algorithms. The descriptor files are converted into feature vectors by append-
ing comma delimited values represented in the XML into a single line. The files
are then converted into rectangular arrays in ARFF format to be used by WEKA
[16].

Each row of the data set corresponds to an image and the integer values
representing that image’s properties. All images used in this study are represented
with 338 features. The received numbers of features from each of the descriptors
used are as follows:

From the family of color descriptors types used include:

• Scalable Color—specifies a color histogram in HSV color space, encoded by
a Haar transformation.

• Color Layout—uses the YCbCr color space with 8 bits quantization. Ele-
ments of Color Layout specify the integer arrays that hold a series of zigzag-
scanned DCT coefficient values, which are derived from the corresponding
component of local representative colors.

• Color Structure—captures both the color content and information about its
spatial arrangement in a histogram. The extraction method embeds color
structure information into the descriptor by taking into account all colors
in a structuring element of 8x8 pixels that slides over the image.

• Dominant Color—extracts representative colors based on their frequency of
occurrence in the image.

Two types of texture descriptors were used:

• Edge Histogram—describes the spatial distribution of five types of edges in
sub-images, defined by dividing the image space into 4x4 non-overlapping
blocks, linearized by raster scan order.

• Homogeneous Texture—characterizes the region texture using the energy
and energy deviation in a set of frequency channels. The frequency space
is partitioned with equal angles of 30 degrees in the angular direction and
with an octave division in the radial direction. As a result of applying of 2D
Gabor function for feature channels and consequent quantization and coding
average, standard deviation, energy and energy deviation are extracted.
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Lastly, one shape descriptor was used:

• Region Shape—is based on a set of complex 2-D transform defined on a unit
disc with polar coordinates called Angular Radial Transform coefficients.

An example of part of an MPEG-7 descriptor in XML is shown in Figure
1 below.

Fig. 1. MPEG-7 XML example

The distribution of these features among the descriptor types are as fol-
lows:

– Scalable Color: 64 features;

– Color Layout: 12 features;

– Color Structure: 64 features;

– Dominant Color: 36 features;

– Edge Histogram: 80 features;

– Homogeneous Texture: 62 features;

– Region Shape: 20 features.

Several sets of feature vectors were produced with the same features but
different class-labels. We manually added class labels for 120 images for each of
the three types of classification. These sets are shown in Figure 2.

The chosen decision tree algorithm was then used to classify the 120 images
in our data set. Cross validation techniques with a varied number of folds tell us
how reliable and accurate the trees are in classifying paintings from the sets we
chose. The five decision tree algorithms used in the experiments described in this
paper are as follows:

• J48—is a univariate decision tree which is WEKA’s extension of the ID3
algorithm for C4.5 decision trees [2].
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• Least Absolute Deviation Tree (LADTree)—is a multi-class alternating deci-
sion tree. LAD uses the LogitBoost strategy [3].

• J48 Graft—is a grafted version of the J48 tree. For more information see
[15].

• Best First Tree (BFTree)—builds a best-first decision tree classifier using
binary split for values. More information can be found in [3], [5].

• Functional Tree (FT)—is a classification tree that sometimes uses logistic
regression functions at certain nodes. More information can be found in [4],
[10].

Renaissance (30)
Botticelli

Michelangelo

(15)

(15) indoor (60)

Baroque (30)
Caravaggio

Rembrandt

(15)

(15)

Romanticism (30)
Friedrich

Goya

(15)

(15)

Impressionism (30)
Monet

Pissarro

(15)

(15)

outdoor (60)

Fig. 2. Data set distribution labels for 120 images. Number of paintings per artistic
movement (left), artist (middle), and indoor/outdoor (right) are listed.

The data set chosen consists of 120 paintings. We chose this set of images
as a subset of the images in [9]. These images were selected from “different web-
museum sources using ArtCyclopedia as a gate to the museum-quality fine art
on the Internet as well as from different Eastern public virtual art galleries and
museums” [9]. The image set can be divided into movements in four equal parts.
There are thirty images from the Renaissance, thirty from Baroque, thirty from
Romanticism, and thirty from Impressionism. The image set can be divided into
artists in eight equal parts. Fifteen images by each of these artists are included:
Botticelli, Michelangelo, Caravaggio, Rembrandt, Friedrich, Goya, Monet and
Pissarro. Also, sixty of the images are indoors and the other sixty are outdoors.

3. Experiments.

3.1. Comparing classification accuracy of functional trees against
other tree classifiers. Experiments were done using k-fold cross-validation
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for 3–10 folds using various classification trees in order to maximize the correct
classification percentage. The tables and figures below show percentage accuracies
for J48 trees, LAD trees, J48 Graft trees, BF trees and FT trees for different cross-
validation and class-labels.

Table 1 and Figure 3 show that using functional trees, an accuracy of
85.83% can be achieved with 9-fold and 10-fold cross-validation for class-label
Artist. The functional trees always have a higher accuracy than the other tree
types. Smaller learning sets give more exact results. This is because there are
distinctive attributes the classifier captures for relatively small sample sizes. As
the size of the sample set increases, so does the introduced noise, and the accuracy
decreases.

Table 1. Percentage accuracy for
decision trees for various folds,

class-label: Artist

F L J4
O A 8 B
L D G F
D J4 Tr ra Tr
S 8 ee ft ee FT

3 67.50 62.50 66.67 51.67 80.83

4 60.83 63.33 61.67 60.83 81.67

5 57.50 66.67 58.33 60.83 82.50

6 71.67 63.33 71.67 59.17 80.83

7 63.33 65.00 64.17 62.50 81.67

8 66.67 70.00 66.67 65.00 83.33

9 66.67 67.50 67.50 60.83 85.83

10 70.00 67.50 70.83 60.83 85.83
Fig. 3. Percentage accuracy for decision
trees for various folds, class-label: Artist

Table 2 and Figure 4 show the results of classification by class-label Move-
ment. Here an accuracy of 96.67% was achieved with a 10-fold cross-validation
using functional trees. Again, at every fold functional trees produced a higher ac-
curacy classification than the other types of trees. The LAD tree classifier comes
close to the functional trees but never produces a higher accuracy.

Table 3 and Figure 5 show the results for class-labels Inside/Outside.
Again, functional trees produced the highest accuracy of the classifiers listed here.
It achieved an accuracy of 96.67% in a case of 4-fold cross-validation.

From this we see functional trees produced the highest accuracy of the
observed tree classifiers. For the observed number of folds, classification by artist
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Table 2. Percentage accuracy for
decision trees for various folds,

class-label: Movement

F L J4
O A 8 B
L D G F
D J4 Tr ra Tr
S 8 ee ft ee FT

3 79.17 85.00 80.00 80.83 94.17

4 82.50 88.33 86.67 80.83 91.67

5 81.67 88.33 84.17 86.67 94.17

6 87.50 86.67 85.00 89.17 93.33

7 74.17 83.33 80.83 82.50 95.83

8 80.83 86.67 86.67 85.00 95.83

9 80.83 81.67 82.50 82.50 95.83

10 82.50 91.67 85.00 86.67 96.67

Fig. 4. Percentage accuracy for decision
trees for various folds, class-label:

Movement

Table 3. Percentage accuracy for
decision trees for various folds,

class-label: Inside/Outside

F L J4
O A 8 B
L D G F
D J4 Tr ra Tr
S 8 ee ft ee FT

3 86.67 90.83 87.50 86.67 92.50

4 86.67 94.17 89.17 85.83 96.67

5 85.83 90.83 89.17 87.50 92.50

6 86.67 90.00 90.00 88.33 95.00

7 87.50 91.67 88.33 88.33 92.50

8 87.50 92.50 91.67 86.67 93.33

9 89.17 92.50 90.83 90.83 95.00

10 85.83 91.67 90.00 89.17 92.50

Fig. 5. Percentage accuracy for decision
trees for various folds, class-label:

Inside/Outside
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and movement had the highest accuracy for 10 folds.

Classification of paintings for artist and artistic movement has been at-
tempted previously [9]. Ivanova uses a tiling technique for preprocessing before
classification. An accuracy of 75% for artist and an accuracy of about 80% are
achieved for artistic movement classification. Using functional trees as shown in
this paper gives an accuracy of 85.83% for artists and 96.67% for artistic move-
ment. Also, an accuracy of 96.67% can be achieved for indoor/outdoor classifica-
tion, which was not attempted by the comparison system.

3.2. Analysis of confusion matrices by functional trees. More pre-
cise analysis can be made observing produced confusion matrices. This section
contains results for each case. Table 4 and Figure 6 show the confusion matrices
for class-label Artist in case of 9-folds of the FT classifier. In the visualization
of confusion matrices, the darker a square is the higher the percentage of images
following in the corresponding square. We can see that some of the misclassifica-
tions are in the range of the artists that are in the same movement, for instance,
Botticelli and Michelangelo from Renaissance, or Monet and Pissarro from Im-

Table 4. Confusion matrix for Artist, 9 folds,
functional tree classifier

M
B i C R F
o c a e r P
t h r m i i
t e a b e G M s
i l v r d o o s
c a a a r y n a
e n g n i a e r
l g g d c t r
l e i t h o
i l o

o

Botticelli 10 2 2 0 0 1 0 0

Michelangelo 1 14 0 0 0 0 0 0

Caravaggio 0 1 14 0 0 0 0 0

Rembrandt 1 0 0 14 0 0 0 0

Friedrich 1 1 0 0 12 1 0 0

Goya 0 0 0 1 0 13 1 0

Monet 0 0 0 0 1 0 13 1

Pissarro 0 0 0 0 0 0 2 13
Fig. 6. Confusion matrix for Artist,

9 folds, functional tree classifier
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Table 5. Confusion matrix for Movement, 10
folds, functional tree classifier

Re Ba Ro Im

nai ro man press

ssan que ti ion

ce cism nism

Renaissance 29 0 1 0

Baroque 0 30 0 0

Romanticism 1 1 27 1

Impressionism 0 0 0 30

Fig. 7. Confusion matrix for
Movement, 10 folds, functional tree

classifier

pressionism. This error suggests that these paintings were classified incorrectly
because the style was similar to that of an artist from the same movement.

Table 5 and Figure 7 show the confusion matrices for class-label Move-
ment in case of 10-folds of the FT classifier. We can see that the color of the
squares on the diagonal is in the 90–100% range showing high accuracy. Images
from the Romantic period were the most misclassified. Other than Romanticism,
Renaissance was the only other movement with error and this was for only one of
thirty instances.

Table 6 and Figure 8 show the confusion matrices for class-label In-
side/Outside in the case of 4 folds of the FT classifier. We can see that all
instances of inside are classified correctly and that only four instances of outside
are classified as inside.

Table 6. Confusion matrix for
“IN/OUT”, 4 folds, functional

tree classifier

In Out

In 60 0

Out 4 56
Fig. 8. Visualization of confusion matrix for

Inside/Outside, 4 folds, functional tree classifier

3.3. Analysis of used attributes in recognition model by func-
tional trees. For artist classification there are 73 features used by the generated
functional tree for eight classes. Of these features seven of them are from the
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Homogeneous Texture Type. Thirty one of the features use the Edge Histogram
Type. Eleven features use the Color Structure Type. Eighteen of the features use
the Scalable Color Type. The other six features are Color Layout Type attributes.
The greatest portion of these five descriptors that are used is the Edge Histogram
Type. 42% of the attributes use this descriptor. For artists this means that the
most useful of the types of information for classification is information about the
spatial distribution of various types of edges.

For movement classification there are 43 features used by the generated
functional tree for four classes. Of these features, fourteen use the Scalable Color
Type descriptor, ten use the Color Structure Type descriptor, sixteen use the Edge
Histogram Type, two use the Color Layout Type, and one uses the Homogeneous
Texture Type. This means that 33% of the features use the Scalable Color Type
and 37% use the Edge Histogram Type. This shows that these are the two most
useful descriptors for classifying paintings by movement.

For inside versus outside classification there are fourteen features used by
the generated functional tree for two classes. Seven of the features are Scalable
Color Types, another six are Edge Histogram Types and the last one is a Color
Layout Type. This means that the information to use for classifying paintings
for the criteria of inside versus outside are the histograms of colors used in the
image, and edges distributed in the image. The spatial information about colors
in the Color Layout Type only represents about 7% of the checked attributes.

Looking at these results we see that the two most useful descriptors are
the Scalable Color Type and the Edge Histogram Type. These are the most used
by the functional trees regardless of the type of classification.

Some examples of classified images for the three types of classification are
shown in Figures 9–14.

4. Conclusion. Image classification can be achieved with high accuracy

Botticelli, Annunciation,

1489-90

Michelangelo, Joel,

1509

Monet, Garden at

Giverny, 1900

Pissarro, Landscape at

Chaponval, 1880

Fig. 9. Classification Examples for Artist—correct classification
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Botticelli, Annunciation, 1481 Michelangelo,

Ignudo, 1509

Monet, The Water Lilly

Pond, 1900

Pissarro, Hyde Park, London,

1890

Botticelli

classified as

Michelangelo

Michelangelo

classified as

Botticelli

Monet

classified as

Pissarro

Pissarro

classified as

Monet

Fig. 10. Classification Examples for Artist—misclassification

Botticelli, The Birth of Venus,

1486

Caravaggio,

Cupid, 1601

Goya, The Kite,

1777

Pissarro, Spring in

Louveciennes, 1870

Renaissance Baroque Romanticism Impressionism

Fig. 11. Classification Examples for Movement—correct classification

Botticelli, Madonna

of the Sea, 1477

Friedrich, Evening, 1824 Friedrich, Trees in the

Moonlight, 1824

Friedrich, Mountain in

Riesengebirge, 1835

Renaissance

classified as

Romanticism

Romanticism

classified as

Baroque

Romanticism

classified as

Renaissance

Romanticism

classified as

Impressionism

Fig. 12. Classification Examples for Movement—misclassification
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Botticelli, Madonna

del Libro, 1483

Caravaggio, St

Matthew and the

Angel, 1603

Pissarro, Resting in the

Woods at Pontoise, 1878

Monet, The White Water Lilies,

1899

IN IN OUT OUT

Fig. 13. Classification Examples for Inside/Outside—correct classification

Friedrich, Trees in the
Moonlight, 1824

Friedrich, Greifswald
Harbour, 1818–20

Goya, Card
Players, 1777–

78

Goya, Aquelarre, 1798

Fig. 14. Classification Examples for Inside/Outside—Outside misclassified as Inside

by using functional decision trees, which is an improvement over previous work
of 11% for classification of artist and 17% for classification of artist movement.
In addition, a high accuracy of 96.67% for classification of indoor versus outdoor
setting was shown, a task that has not previously been examined. This shows
that our method of classification can be applied to new categories. Attributes
from MPEG-7 descriptors can be used to represent images as feature vectors to
be used in the classification process. Decision trees make decisions using a small
number of calculations based on the properties in MPEG-7 descriptors. The trees
give a human readable description of which features are used and how they are
used to classify paintings.

Accurate classification of three kinds was shown in this paper. Classifi-



Classification of Paintings . . . 27

cation was successfully completed by artist, movement and inside versus outside.
The functional trees most used MPEG-7 attributes were the Scalable Color Type
and the Edge Histogram Type. This gives insight into what information is needed
to know how to classify images in various ways. Increased accuracy in classification
means that image retrieval methods can be improved. The inclusion of classifi-
cation by artist, artistic movement, and additionally indoor/outdoor shows that
new types of image retrieval can be accomplished with similarly high accuracies.
As users desire new ways to search for images this method can be applied.

Future work will expand the variety of images included in the evaluation.
Applying this method to more types of images will show that it works for other
data sets besides paintings. A comparison with different types of statistical meth-
ods for classification could show higher accuracy under different conditions. Also,
with the knowledge of which descriptor attributes were most useful as features in
classification, the generation of MPEG-7 descriptors could be optimized. Using
fewer features will increase the efficiency of classification. An information retrieval
system could be developed to test exactly how retrieval of images is affected by
increased accuracy in classification of images.
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