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ANALYSIS AND DATA MINING OF LEAD-ZINC ORE DATA

Vladimir Zanev, Stanislav Topalov, Veselin Christov

Abstract. This paper presents the results of our data mining study of
Pb-Zn (lead-zinc) ore assay records from a mine enterprise in Bulgaria. We
examined the dataset, cleaned outliers, visualized the data, and created
dataset statistics. A Pb-Zn cluster data mining model was created for seg-
mentation and prediction of Pb-Zn ore assay data. The Pb-Zn cluster data
model consists of five clusters and DMX queries. We analyzed the Pb-Zn
cluster content, size, structure, and characteristics. The set of the DMX
queries allows for browsing and managing the clusters, as well as predicting
ore assay records. A testing and validation of the Pb-Zn cluster data mining
model was developed in order to show its reasonable accuracy before being
used in a production environment. The Pb-Zn cluster data mining model
can be used for changes of the mine grinding and floatation processing pa-
rameters in almost real-time, which is important for the efficiency of the
Pb-Zn ore beneficiation process.

1. Introduction. The types of minerals and their grade or concentra-
tion in ore have a major impact on the operation and control of the processing
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technologies and production. The relatively low ore grade of refractory types
increases the complexity of the extraction of metal and other products. Under-
standing the ore grades with its variability, classification, and prediction can be a
very useful tool to improve and control the operation processes of metal produc-
tion.

In our study we focus on statistical analysis and data mining of data from
an underground Pb-Zn (lead-zinc) mine in Bulgaria. One of the main Pb-Zn
deposits in Bulgaria is in the Madan-Rudozem region in the south-east part of
the Rhodope Mountains. Mining and metallurgy in this area have a long history,
since Roman times, and the ore deposit fields are well established and known.
The Madan-Rudozem mine and enrichment facility exploits the north-west part
of the Pb-Zn ore deposit field. For data analysis and visualization we have used
Matlab [5] and for data mining, SQL Server 2012 [6, 7].

2. Data Analysis. The dataset of our study consists of 722 records
of ore assays. They are organized in blocks by level elevation. A block has the
relative shape of a spatial parallelepiped containing ore assays data with level
specification. It is used in the data encoding to identify each record (see Figure
1). Each block contains different numbers of assay records. The levels and the
blocks are as follows:

• Level 540 –block number 7, 9, and 11, encoded as 5407, 5409, and 5411

• Level 590 – block number 7, 9, and 11, encoded as 5907, 5909, and 5911

• Level 640 – block number 11, 13, 15, and 17, encoded as 6411, 6413, and
6417

Fig. 1. Assay Blocks with Levels
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The assay dataset records are made up of five attributes: X, Y, H (co-
ordinates of the ore assay), Thickness (thickness of the ore vein), Pb (lead ore
grade), and Zn (zinc ore grade). The X, Y, and H coordinates are the coordinates
measured in meters with a local left-handed coordinates system, where the X
axis indicates the assay distance north (positive), the Y axis indicates the assay
distance east (positive) and H is the level of the ore assay. All attributes are
real numbers and considered as continuous attributes. We have added two more
calculated attributes: Pb/Zn and Pb/(Pb+Zn) ratios.

We examined the dataset for outliers. Outliers are abnormal data, real or
erroneous, that can affect the quality of the data analysis results [4, 9]. We have
identified three ore assay records with X or Y coordinates too far from the ore
field coordinates and we removed these records from our data set. Below the ore
assay locations are visualized in 3D and 2D space. The outliers are well visible.

Fig. 2. 3D Block Assay Visualization Fig. 3. 2D Block Assay Visualization

Between levels 640 and 690 a development of three small ore veins are
established. They are not separate and independent ore veins but apophyses
which are disconnected from the main vein and fade away by direction and face.
The ore-bearing structure has a small but persistent thickness with a linear to
slightly arcuate character.

The main basic statistics of the attributes of the Pb and Zn ore assays are
given below.

Table 1. Assay Attributes Statistics

Attributes Mean StdDev Min Value Max Value
Ore Thickness 1.34 0.32 0.4 2.4
Pb 2.61 1.89 0.14 11.20
Zn 2.98 2.05 0.13 13.49
Pb/Zn 1.09 1.23 0.6 3.43
Pb/(Pb+Zn) 0.47 1.30 0.06 0.95
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The ore vein thickness is relatively small but steady. Between the ore
lead and zinc components, we established a positive moderate correlation Pb=
0.5821*Zn + 0.8976, r = 0.6258. The lead and zinc mean grades are slightly
below 3% but characterized with strong instability. The Pb/Zn ratio also shows
instability and its estimation allows concluding a relative balance between the Pb
and Zn grades. The Pb and Zn empirical distributions (see Figures 4 and 5 below)
are with a significant left asymmetry and long tails from the right. The Weibull
fading model seems to exhibit good fit to the Pb and Zn assay grades. We used
Weibull probability distribution for interpolation with parameters a = 2.9056, b
= 1.4795 for the Pb pdf (probability distribution function) and a = 3.3246, b =
1.5325 for the Zn pdf with over 90% interval of confidence.

Fig. 4. Pb Probability Distribution Fig. 5. Zn Probability Distribution

3. Cluster Data Mining of Pb-Zn Data. Data mining refers to
the use of complex mathematical algorithms to perform tasks of classification,
regression, segmentation, association, and sequence analysis, and to sift through
detailed data to identify patterns and make predictions, correlations, and clusters
within the data [4, 9]. A mine enterprise produces an enormous amount of data
generated by different mine operations, systems, and components in a mine-wide
information network. Data mining of mine enterprise data allows developing
data mining models and use of these models to optimize mine operations and
economies of scale. In the work of Coelho et al. [3], a neural network data mining
model is used for assessment of petroleum wells operations; a data mining model
is used to improve the shearer loader productivity in [1]; cluster data mining
analysis of copper ore types with neural networks is reported in [2], and a design
of production-oriented data mart for mine enterprise based on data mining is
described in [8].
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The difficulties to efficiently treat relatively low-grade, refractory-type ores
require development of intelligent models to analyze and predict the ore content
and grade. In our study we use clustering of the Pb-Zn assay data to create a
data mining model for segmentation and prediction of Pb-Zn data.

3.1. Problem Definition, Data Preparation. The most common
usage of data mining segmentation is to use clustering algorithms to detect the
clusters in the data, label the clusters, use the clusters for analysis, report, and
make predictions.

We have used the SQL Server 2012 Data Tools [7] to develop a cluster data
mining model for segmentation and predictions of our Pb-Zn data. We used our
cleaned from outliers Pb-Zn assay data set and created a SQL Server relational
database with one table: PbZnData. The table’s primary key is the composite
key BlockNoPointNo (number of block and number of assay record in the block),
X, Y, H assay coordinates, Distance (distance of the assay from the beginning of
the coordinate system), Thickness (the value of the ore vein thickness), Pb, Zn
grades, Pb/Zn, and Pb/(Pb+Zn) ratios.

3.2. Pb-Zn Cluster Data Mining Model. Using the PbZnData table
as a source, we developed a data mining model and structure to apply the KMean
non-scalable algorithm [7, 9]. The table primary key was selected as a key case
of the mining stricture; all other columns were set as Input type columns and
the Pb and Zn columns as Predict type columns. We set the following cluster
algorithm parameter: 5 clusters, drillthrough option, and 30% of training records.
Five clusters were identified (see Figure 6), and we labeled them as High, Average-
High, Average-Low, LowAvg-LowAvg, and Low, where the label implies the mean
Pb-Zn grade for the cluster (see Table 2 below). For cluster analysis we have used
the Cluster Viewer with its four tools – Cluster Diagram, Cluster Profile, Cluster
Characteristics, and Cluster Discrimination [7].

Table 2. Pb-Zn Assay Cluster Mean and Size

Cluster Name Pb Mean +/− StDev Zn Mean+/−StDev Size %
High 3.21 +/− 1.90 3.98+/−1.93 44

Average_High 1.89 +/− 1.28 3.89+/−2.51 11
Average_Low 2.40 +/− 1.66 1.74+/−0.96 33

LowAvg_LowAvg 1.98 +/− 0.88 1.56+/−81 7
Low 1.35 +/− 1.69 2.16+/−0.95 9

We use the Cluster Diagram to analyze the cluster content, size and the
assay attribute values in the clusters. By default, the cluster shade represents the
population of the cluster, and the shading of the line that connects one cluster



276 Vladimir Zanev, Stanislav Topalov, Veselin Christov

Fig. 6. Pb-Zn Assay Clusters

to another represents the strength of the similarity of the clusters. The darker
shading represents a higher population and as the line becomes darker, the simi-
larity of the links becomes stronger. We can select an attribute (shading variable)
and interval of values (state) for the attribute to see where the assay records with
these attribute values are clustered. For example, Pb grade with values > 5.15
are found mostly in the High cluster but some assay records with such values are
found in the Average-Low cluster, or if we select the H attribute with values >
682 m., most of the records are grouped in the Low and LowAvg-LowAvg clusters.

The Cluster Profile provides an overall view of the clusters created. It
calculates and displays for each cluster and each assay attribute the max, min,
mean, standard deviation values and the size of the cluster. Table 2 shows the
mean, standard deviation values, and the cluster size in percentage given by the
Cluster Profile.

The Cluster Characteristics tool allows examining the characteristics that
make up clusters in terms of attributes, their values, and order of importance,
described by the probability that they appear in the cluster. In Table 3 below are
summarized the Pb and Zn grade intervals ordered by probability of occurrence
in the clusters.

We have used the Cluster Discrimination to determine the most important
differences between clusters and the associated attributes with differences. For
example, for the attribute H (the height of the assay) within interval (604 – 689)
favors the High cluster and the interval (539-604) for H favors the Average-High
cluster.

We are using the DMX (Data Mining Extension) language [7] to browse,
manage, and analyze the cluster data mining model and make predictions against
it. We created and executed DMX queries to extract cases and details about
the cases in the clusters, filter the cluster content on different conditions, and



Analysis and Data Mining of Lead-Zinc Ore Data 277

Table 3. Pb and Zn Cluster Grade Intervals

Cluster Name
Pb Grade Intervals
(ordered by probability,
low to high)

Zn Grade Intervals
(ordered by probability,
low to high)

High
(0.1-1.4]; (1.4-2.5];
(2.5-3.7]; (3.7-7.8]

(0.1-1.6]; (1.6-3.0];
(3.0-4.3]; (4.3-9.0]

Average_High
(2.5-3.7]; (3.7-7.8];
(0.1-1.4]; (1.4-2.5]

(0.1-1.6]; (1.6-3.0];
(3.0-4.3]; (4.3-9.0]

Average_Low
(0.1-1.4]; (3.7-7.8];
(2.5-3.7]; (1.4-2.5]

(3.0-4.3]; (0.1-1.6];(1.6-3.0]

LowAvg_LowAvg (0.1-1.4]; (2.5-3.7]; (1.4-2.5] (3.0-4.3]; (0.1-1.6];(1.6-3.0]
Low (2.5-3.7]; (1.4-2.5]; (0.1-1.4] (3.0-4.3]; (1.6-3.0]; (0.1-1.6]

get statistical summaries for the cluster data. An important part of our study is
to develop and run DMX queries for prediction. We can apply the cluster data
mining model to new data and make single or multiple predictions. Below you
can see a singleton DMX query used to predict an existing case (an existing assay
record) with good precision, which proves the validity of the mining model, and
another DMX query for clustering of new assay data.

SELECT t.Pb, Predict([Pb]) AS [Predicted Pb] FROM [PbZnClusteringKmean]

NATURAL PREDICTION JOIN

(SELECT ’6411 -18’ AS [BlockNoPointNo], 5578.85 as X, 3302.7 AS Y, 644.31 as H,

1.2 as Thickness, 6515.1 as Distance, 3.20 as Pb, 5.5 as Zn,

0.366 as [Pb/(Pb+Zn)], 0.634 as [Zn/(Pb+Zn)], 0.578 as [Pb/Zn] ) AS t

Fig. 7. Pb and Predicted Pb grade for existing case

SELECT t.Pb, t.Zn, Cluster(), ClusterProbability() as [Cluster Probability]

FROM [PbZnClusteringKmean]

NATURAL PREDICTION JOIN

(SELECT 5078 as X, 3345 AS Y, 625 as H, 1.5 as Thickness, 2.25 as Pb,

3.15 as Zn) AS t

The variability of the Pb-Zn ore type requires different processing con-
ditions in the grinding and flotation circuits. The Pb-Zn cluster data mining
model allows early and fast ore type detection and appropriate changes to achieve
stability of the ore processing.



278 Vladimir Zanev, Stanislav Topalov, Veselin Christov

Fig. 8. Clustering of new assay data

3.3. Testing. Before using the Pb-Zn cluster data mining model in a
production environment, we have to ensure the model is making predictions with
a desired accuracy. The SQL Server 2012 Data Tools with its Mining Accuracy
Chart tool allows testing and validation of the Pb-Zn cluster data mining model.
The Lift Chart shows the score of the lift. The lift is calculated as the ratio of the
actual prediction probability to the marginal probability in the test cases. The
score of our model is 0.85 for Pb and 0.87 for Zn values, which is not very high.

We applied cross validation to evaluate how good our Pb-Zn cluster data
mining model is in terms of three statistical measures: RSME (Root Mean Square
Error), MAE (Mean Absolute Error) and LS (Log Score). For cross validation, we
used our testing data separately for Pb and Zn attributes split equally in 10 folds.
The RSME represents the average error of the predicted value when compared
to the actual value. The MAE is the average error of the predicted value to the
actual value. It is calculated by obtaining the absolute sum of errors, and finding
the mean of those errors. The LS represents the ratio between two probabilities,
converted to a logarithmic scale. A log score is similar to a percentage. The
cross-validation table below shows the average and standard deviations of the
three measures RSME, MAE, and LS. They show a reasonable accuracy of the
Pb-Zn cluster data mining model.

Table 4. Cross Validation RSME, MAE, and LS measures

RSME MAE Log Score
Pb Average = 1.72 Average = 1.30 Average = 2.06

Std Deviation = 0.16 Std Deviation = 0.14 Std Deviation = 0.38
Zn Average = 1.87 Average = 1.48 Average = −2.12

Std Deviation = 0.22 Std Deviation= 0.19 Std Deviation= 0.16

4. Conclusions. We developed a Pb-Zn cluster data mining model over
the Pb-Zn assay raw dataset. As a first step for the data mining, we examined the
dataset statistically, created data visualizations, and cleaned some outliers from
the data set. We are using the Pb-Zn dataset to develop a Pb-Zn cluster data
mining model. The Pb-Zn cluster data mining model creates segmentation of the
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Pb-Zn dataset by splitting the assay records into five clusters labeled according
the mean Pb and Zn grade content. We studied the Pb-Zn cluster data mining
model to analyze the cluster content, size, structure, and characteristics. We
have used the DMX language to develop several data mining queries for browsing,
managing and predicting assay records. The DMX queries enable prediction of Pb-
Zn assay records and performing new Pb-Zn assay record segmentation. The Pb-
Zn cluster data mining model allows to be used for changes of the mine grinding
and floatation processing parameters in almost real-time which is very important
for the efficiency of processing. The cross validation of the Pb-Zn data mining
model shows a reasonable accuracy.

Our future plans include developing a new time series data mining model
of Pb-Zn data. The time series data mining model will allow for making short-
term predictions based on past Pb-Zn assay records. In order to achieve this, we
are working with the mine enterprise representative to extend the data set with
ore assay time stamps and increase the size of the dataset.
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